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Redefining Hearing Aids

Abstract

The Whisper Hearing System is a learning hearing aid, a 

new kind of hearing aid that gets better over time. This 

continuous improvement is driven by regular software 

upgrades that keep patients and practices up to date 

with the latest technological advances. Continuous 

advancement of Whisper’s performance is made 

possible by two major innovations that other hearing 

aids have not yet widely adopted: 1) the artificial 
intelligence technique called deep learning, and 2) 

mobile processor chips hundreds of times more 

powerful than existing hearing aids.

by Dwight Crow, Jan Linden, and Andreas Thelander Bertelsen
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A Fundamentally New Hardware Approach

The Whisper Hearing System includes two BTE RIC style earpieces and the Whisper Brain, which is a 

pocket-sized device connected via an ultra-low latency proprietary wireless protocol to the earpieces. 

Patients can use the earpieces by themselves or in tandem with the Brain when it is nearby.

Whisper uses similar chips as those found in mobile phones and virtual reality devices for high 

performance audio defined entirely in software. These chips are hundreds of times more powerful 
than those in existing hearing aid devices, which use the legacy paradigm of building small, 

specialized but inflexible chips to perform specific audio functions. 

Building a system for low latency integration of these powerful mobile processor chips required 

Whisper to innovate in hardware design and write new wireless protocols with much lower latency 

than Bluetooth. This technological foundation allows the Whisper Hearing System to run deep 

learning algorithms hundreds of times more complex than legacy hearing aids and to be easily 

upgraded. This would be similar to downloading a new app for your mobile phone.

 
    Figure 1: The Whisper Hearing System, which includes the Whisper 

    Brain (left), and BTE RIC-style earpieces (right).

Artificial Intelligence and Deep Learning

Deep learning is an artificial intelligence technique that became popular starting in 2012 (Krizhevsky 
et al., 2017, p. 87). It has produced record-breaking performance in transcribing speech (Wang et al., 

2019, p. 1018), removing background noise (Kumar & Florencio, 2016), classifying sounds and scenes 
(Valenti et al., 2017, p. 1553), and even separating multiple simultaneous voices into distinct audio 

streams (Maciejewski et al., 2019). In short, deep learning has transformed what is possible in audio 

processing. 

One example of deep learning delivering new possibilities is in the vexing area of improving speech 

clarity in noisy environments. Traditional signal processing techniques have been applied to speech 

clarity in academia for decades. Yet the Signal to Noise Ratio (SNR) has increased by only 4-5 dB in 

environments such as restaurants and cafes with many background voices (Paliwal et al., 2012, p. 

287). In contrast, deep learning algorithms have been able to separate multiple voices with over 10 dB 

of SNR improvement (Isik et al., 2016). This is possible because deep learning provides a more 
powerful and precise approach to processing sound. With its ability to learn and recognize patterns, 

deep learning can target the patterns within the sound rather than solely using frequencies like 

traditional signal processing. As a result, deep learning can enhance voices in much more challenging 

listening environments, even when the background noise is overlapping significantly with the voices 
of interest. 

2 | Redefining Hearing Aids



Delivering clarity in the most challenging environments is one of the most exciting aspects of deep 

learning’s promise. While legacy hearing aids have largely struggled to improve results in restaurants, 
cafes, and other crowded listening environments that involve background voices, deep learning has 

shown its strongest performance in exactly these situations. Recently, Whisper jointly published 

research with Mitsubishi replicating deep learning’s success with improving speech clarity across 

3000 audio speech samples recorded in real-world restaurants and cafes (Wichern et al., 2019). 

Across 3000 audio samples, the SNR improved significantly, and went from the SNR of a loud 
restaurant to an SNR equivalent of a typical household setting.

This means deep learning can make a huge difference for hearing health. And while this research 

with Mitsubishi focused specifically on using artificial intelligence for speech clarity, in real-world 
applications such as within a hearing aid, it is possible to layer on additional processing techniques. 

For example, microphone beamforming (i.e., directionality) provides even greater final speech clarity. 
As such, these additional processing algorithms deliver even larger benefits to users of a Whisper 
Hearing System in challenging situations. 

But how is it possible for deep learning to yield exciting results like this? The key is the number of 

parameters a deep learning algorithm has and the number of operations it uses every time it runs. 

Deep learning has vastly more parameters and operations than traditional signal processing 
algorithms. This is the core of its improved performance, and it is worth explaining what these two 

concepts mean.

Parameters are numerical values within every sound processing technique that affect how the 

algorithm will behave on a given sound signal. These parameters are individual switches tuned to 

deliver the best performance given a variety of acoustic scenes. In general, the more parameters 

available to an audio system, the better that system will be in handling complex acoustic scenes like 

restaurants, cafes, and other noisy places.

Operations are the computational actions, such as addition or multiplication, that are used to 

calculate the outcome of any sound processing algorithm. The more operations an algorithm has, the 

more sophisticated use of its parameters it can make. While the parameters of an algorithm store 

what it has learned, the operations are needed to make it run. 

As context, prior versions of signal processing utilized only a small handful of parameters and 

operations to achieve their results. This was necessary because they had to run on the small 

processors available in legacy hearing devices. For example, the Speech Presence Probability 

algorithm (Gerkmann & Hendricks, 2011) is a highly popular technique used to detect speech. It 
produced record-breaking performance as recently as 2011. But this algorithm has just 10 parameters, 

requires only hundreds of operations each time it is run, and is characteristic of many traditional 

techniques that can only hold a small amount of information when tuned over new audio.

In contrast, at the core of any deep learning model are the millions to billions of parameters that store 

the information each algorithm has learned (Reddi et al., 2019 and Heaven, 2020). This learning 

occurs during a process called training, where diverse audio data is given as input so the model can 

detect patterns and commonalities between different situations. For example, someone might train a 

deep learning algorithm to recognize the world “Hello.” The first step would be to create a new deep 
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This gap leads to a large discrepancy in the quality of 

deep learning algorithms being used in learning hearing 

systems like Whisper versus legacy devices, even ones 

that state they are running deep learning on the 

earpiece. While legacy devices may describe their 

sound processing as deep learning, they must run 

algorithms with orders of magnitude less parameters 

and operations than a learning hearing system. This 

severely limits the performance of earpiece-based 

algorithms and creates a false equivalence in deep 

learning. As an analogy, mobile devices from 2005 and 

2020 are both smartphones but have orders of 

magnitude different capabilities. This discrepancy is 

proportional to the difference between the algorithms 

on a Whisper Hearing System and a legacy hearing 

learning algorithm with a few million parameters. Next, the engineer would train the algorithm to 

predict whether the word “Hello” is present in many, many audio samples. On each sample, every 

parameter would be slightly adjusted to improve the prediction. After millions of predictions and 

small improvements, the algorithm would contain all the information needed to determine whether 

audio contained the word “Hello.”

Deep learning algorithms store information like the above in their parameters, and it is the number of 

parameters that determines how much an algorithm can learn. An algorithm with a few hundred 

parameters would stop learning after minutes of audio and would have very basic predictions. In 

contrast, an algorithm with millions of parameters could continue to learn while being trained on 

years of audio and completing very complex tasks.  

This helps explain why deep learning models greatly outperform their traditional counterparts: the 

huge increase in parameters stores much more information about handling the challenging situations 

that traditional signal processing falls short on. Deep learning also helps explain why Whisper can 

continue to learn and improve compared to legacy hearing aids: it is the first hearing device with 
chips that can support deep learning algorithms with orders of magnitude more parameters, and 

therefore audio information storage, than legacy devices. This allows the Whisper Hearing System to 

learn information from orders of magnitude more distinct audio situations than other hearing aids.

Whisper also enables upgrades employing these academic advances that require cutting-edge

capabilities.

It would be natural to ask why legacy hearing devices do not also use powerful deep learning 

algorithms with a high number of parameters. The answer is simple: all legacy hearing aids, even 

modern ones, do not have the capability to run powerful deep learning algorithms of this size 

because they cannot run enough operations to support them with the chips available in an earpiece. 

Powerful algorithms like those in the Whisper Hearing System require more than 300 billion 

operations each second. In contrast, the two top manufacturers have chips that can support between 

0.4 billion to 1.2 billion operations per second in 2020 (Welle & Bach, 2016). Even much vaunted 
AI-driven earpiece launches from existing manufacturers top out at about twice these numbers. This 

hardware is simply insufficient to run the full-scale deep learning algorithms discussed above.
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device.

The next question follows naturally. How does Whisper enable deep learning algorithms with orders 

of magnitude greater capacity than legacy hearing devices? 

Mobile Processors

Mobile processors are the computational chip at the core of smart devices from phones to VR 

headsets and smartwatches (Robertson, 2020). These processors can run hundreds of billions of 

operations per second and enable smart devices to run powerful deep learning algorithms. The 

Whisper Brain is a pocket-sized accessory that combines a powerful mobile processor with a 

proprietary, ultra-low latency wireless connection. Instead of only using a small, legacy chip in the 

earpiece, the Whisper Brain is the first hearing system to use a mobile processor to directly enhance 
audio. 

Smartphones have driven the need for powerful mobile chips with impressive results. As can be seen 

in Figure 2, the computation available in mobile processors has increased by over 650X since 2008. 
This has enabled explosive growth in the capabilities of modern smart devices while leaving devices 

without mobile processors lacking new capabilities.

 

                 Figure 2: The computational power available in mobile 

                 processors from 2008 to 2020.

The more operations a mobile processor performs each second, the more powerful capabilities it 

provides. Examining smartphone processor speeds over the last 12 years illustrates this (Qualcomm, 

2008-2020). For example, a smartphone processor from 2008 had around 2 billion operations per 

second and could load basic websites with HTML. A smartphone processor from 2014 had around 

100 billion operations per second and could play graphical mobile games. And a smartphone 

processor from 2020 often had over 1 trillion operations per second and could do everything from 

recognize your voice to transcribe speech and put special effects into video calls. For any smart 

device, the more computational power it has, the more it can do.

 

In comparison, legacy hearing aids using earpiece chips only have the computational power of a 

phone from 2008 and are therefore limited to 2008 capabilities. Figure 3 illustrates the growing gap 

between legacy hearing devices and modern mobile processors. While the Whisper Brain is capable 
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of over 300 billion operations per second to run deep learning, the processor in a competing 2020 

flagship legacy hearing device has only 375 million (Davis, 2017) operations per second available. This 
puts the competing product at less than 20% of the power of a phone from 2008.

 

                  Figure 3: Processing capability of traditional BTE RIC 

                  hearing aids and AI-driven BTE RIC devices.

 

                  Figure 4: Processing capabilities of the Whisper Brain 

                  compared to traditional BTE RICs and AI-driven BTE RIC 

                  devices.

While legacy hearing devices lack powerful new capabilities, the Whisper Hearing System delivers 

significant hearing benefits to patients for the first time (Miller, 2020). The dedicated and ultra-low 
latency integrated mobile processor in the Whisper Hearing System receives new software 

functionality for regular upgrades improvements. It is also the first hearing system hardware that is 
able to run powerful deep learning algorithms because of this processor. One such algorithm the 

Whisper Hearing System runs is the proprietary deep learning powered Sound Separation Engine, 

which helps remove background noise. Figure 5 shows actual results of this deep learning algorithm 

run on a real-world restaurant audio with a primary speaker and loud background conversations. The 

upper spectrogram shows the original audio, and the lower spectrogram shows the enhanced primary 

voice elevated above the background noise. To provide this benefit, The Whisper Hearing System 
passed the full audio of the conversation in 4 ms segments to the Sound Separation Engine on the 
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Whisper Brain, where each 4 ms segment was directly enhanced with deep learning. This 

enhancement took over 300 billion operations per second and would have been impossible to 

perform using a legacy device.

 

              Figure 5: Actual Whisper noise reduction results. The 

              spectrogram shows a visual representation of the signal 

              with frequency on the y-axis and time on the x-axis.

              Whisper reduces background noise – even in vocal 

              frequencies – by using deep learning to recognize the 

              voice patterns in the noise. 

The Whisper Hearing System can run algorithm like these for the benefit of the patient, because it 
has more integrated computational power than any other hearing aid. While Whisper can directly 

enhance a 4 ms segment of audio in 3.7 ms using billions of operations, the processor in a leading 

competitor would take 2,800 ms to perform this same task. Because running an algorithm hundreds 

of times per second is a requirement to enhance audio in the tight latency requirement of a premium 

hearing device, it is impossible for a legacy device to run a deep learning algorithm of this size and 

capability. As such, it is exciting for Whisper to bring algorithms and audio benefits like the Sound 
Separation Engine to audiology via the first device with an ultra-low latency mobile processor fully 
integrated into the hearing system.

Conclusion

Deep learning algorithms have transformed audio processing to deliver audio benefits such as 
record-breaking speech enhancement in restaurants and cafes. The power of a deep learning 

algorithm is proportional to the parameters and operations it contains. Parameters store what a deep 

learning algorithm has learned, and operations are the mathematical actions required to run the 

algorithm on new data. Because deep learning algorithms are only as powerful as the number of 

parameters and operations they employ, it is impossible to run powerful deep learning algorithms on 

earpiece-only hearing devices due to the small amount of parameters and rate of operations per 

second that earpieces can support. 
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The Whisper Hearing System is the first hearing device to include a dedicated, ultra-low latency, fully 
integrated mobile processor, contained in the Whisper Brain, in addition to earpieces. This makes it 

the first device that can support the large number of parameters and operations required for powerful 
deep learning algorithms. Its unique properties enable the hearing system to continuously improve by 

storing new information in its large parameter set. Whisper also possesses a processor sufficient to 
support other new upgrades. These properties and proprietary technology are the core of why 

Whisper is a new category of learning hearing aid that keeps getting better over time.
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